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What research has been successful 
in the cloud

and why
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Key Strengths of AWS for Scientific Discoveries

Time to discovery
• Availability of resources, scalability, right-sizing
• Experiment fast
• Avoid undifferentiated work 
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https://aws.amazon.com/blogs/aws/saving-koalas-using-genomics-research-and-cloud-computing/

Availability of resources: We’re off to a cute start …
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Availability of resources: NASA – Climate Research

• Mosaicking 2,500+ QuickBird satellite images into 
100-km x 100-km tiles, which are then broken 
into 25-km x 25-km sub-tiles for processing.

• Orthorectifying and mosaicking all satellite data in 
ADAPT

• Identifying trees and shrubs using adaptive 
vegetation classifier algorithms. Estimating 
biomass. Incorporating algorithms to calculate 
tree and shrub height for biomass estimates.

The combined resources of ADAPT and AWS  reduce total 
processing time from 10 months to less than 1 month

https://www.nas.nasa.gov/SC15/demos/demo31.html



© 2018, Amazon Web Services, Inc. or its Affiliates. All rights reserved. Amazon Confidential and Trademark

Availability of resources: Natural Language Processing at Clemson University 

550,000 cores using EC2 Spot Instances

https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/

“I	am	absolutely	thrilled	with	the	outcome	of	this	experiment.	The	graduate	students	on	the	project	[…]	
used	resources	from	AWS	and	Omnibond and	developed	a	new	software	infrastructure	to	perform	
research	at	a	scale	and	time-to-completion	not	possible	with	only	campus	resources.”	– Prof. Amy	Apon,	
Co-Director	of	the	Complex	Systems,	Analytics	and	Visualization	Institute

“spot market”: cheap AWS computing –a good fit for research
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Right-sized resources: Genomics processing on FPGA Accelerators

Children’s Hospital of Philadelphia and Edico Genome Achieve Fastest-Ever Analysis of 
1,000 Genomes 

Orlando, Fla., Oct 19, 2017 – The 
Children’s Hospital of Philadelphia 
(CHOP) and Edico Genome today set a 
new scientific world standard in rapidly 
processing whole human genomes into 
data files usable for researchers aiming to 
bring precision medicine into mainstream 
clinical practice. Utilizing Edico
Genome’s DRAGENTM Genome Pipeline, 
deployed on 1,000 Amazon EC2 F1 
instances on the Amazon Web Services 
(AWS) Cloud, 1,000 pediatric genomes 
were processed in two hours and 25 
minutes.  

… Available	in	“AWS	App	Store”	(AWS	Marketplace)	for	~$24	/	genome
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Moving quickly with managed services

DNA Sequencing using AWS container services
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Moving quickly with managed services: CSIRO & CRISPR prediction

CSIRO is the federal government agency for scientific research in Australia
CSIRO used AWS Lambda Serverless Computing functions to completely re-engineer a cluster 
HPC workload to identify optimal gene editing sites for personalized treatment. 
The job runtime varies from 1 second to 5 minutes, because the complexity of the targeted gene can 
vary dramatically.  And the number of simultaneous jobs is unpredictable.
Server-based solutions can’t handle the variability with quick turn-around – either you have lots of 
servers sitting idle, or you have to wait minutes for new servers to spin up.
With the Serverless microservices architecture, the GTScan-2 runtime is stable at a few minutes per 
complete job, no matter how many jobs (i.e. genetic samples) are sent to it.
Re-architecting the entire application took only 3weeks.

GT-Scan2
Ranked choices
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Key Strengths of AWS for Scientific Discoveries

Time to discovery
• Availability of resources, scalability, right-sizing
• Experiment fast
• Avoid undifferentiated work 

Collaboration
• Data lake model
• Security & compliance
• Sharing
• Infrastructure, ML, Analytics
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Collaborating on scientific data in the cloud

AthenaGlue
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Central Storage

Catalog & 
SearchAccess and search 

metadata

• AWS Glue 
Data Catalog

• DynamoDB
• Elasticsearch

Access & User 
InterfaceGive your users easy and 
secure access

• API Gateway
• Identity & Access 

Management
• Cognito

Data Ingestion
Get your data into S3 
quickly and securely

• Kinesis Firehose
• Glue ETL
• Snowball
• Database Migration 

Service

Processing & 
AnalyticsUse of predictive and 

prescriptive analytics to 
gain better understanding

• QuickSight
• Amazon AI
• EMR
• Redshift
• Elasticsearch
• Athena
• Kinesis
• RDS

Protect & Secure
Use entitlements to 
ensure data is secure and 
users’ identities are 
verified

• Security Token Service
• CloudWatch
• CloudTrail
• Key Management 

Service

Secure, cost-
effective storage 
in Amazon S3

Getting Value Out of Your Data
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Collaborating on scientific data in the cloud

NOAA- NEXRAD on AWS S3, usage increased 2.3x

greater scientific impact
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Collaborating on scientific data in the cloud
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NIH initiatives: National Cancer Institute

http://www.cancergenomicscloud.org

Funded projects to create collaborative environments on cloud
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NASA Image and Video Library

https://aws.amazon.com/partners/success/nasa-image-library/

• Easy Access to the Wonders of Space. Fully 
compliant with Section 508 of the 
Rehabilitation Act.

• Built-in Scalability. “On-demand scalability 
will be invaluable for events such as the solar 
eclipse that’s happening later this summer—
both as we upload new media and as the 
public comes to view that content,” says 
Bryan Walls, Imagery Experts Deputy 
Program Manager at NASA.

• Good Use of Taxpayer Dollars. By building 
its Image and Video Library in the cloud, 
NASA avoided the costs associated with 
deploying and maintaining server and storage 
hardware in-house. Instead, the agency can 
simply pay for the AWS resources it uses at 
any given time.
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”

“
U.K. Met Office Uses AWS to Deliver Tailored Meteorological Data

The Met Office has been a widely respected 
national weather service in the United Kingdom 

for 160 years.

“We are using the AWS 
Cloud to drive the mass-

market availability of 
customizable weather 

information.

• Needed the means to send weather data 
to device users and third-party customers.

• Deployed Amazon ElastiCache to respond 
to peak demands. 

• Attracted more than half a million users 
with its WeatherCloud app. 

• Scaled data storage tenfold and reduced 
solution costs by 50 percent. 

• Enabled innovation of big data services in 
a competitive landscape. 

James Tomkins
Head of Enterprise IT Architecture 

Met Office

”

“

https://aws.amazon.com/solutions/case-studies/the-met-office/
https://aws.amazon.com/about-aws/whats-new/2017/08/uk-met-office-high-resolution-weather-forecast-data-is-now-on-aws/
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Open Data on AWS
To stimulate innovation, AWS hosts a selection of datasets that anyone can 
access for free. Data in our public datasets is available for rapid access to 
our flexible and low-cost computing resources.

Earth	Science
• Landsat
• NEXRAD
• NASA	NEX

Life	Science
• TCGA	&	ICGC	(used	at	OICR)	
• 1000	Genomes
• Genome	 in	a	Bottle
• Human	Microbiome	 Project
• 3000	Rice	Genome Internet	Science

• Common	Crawl	Corpus
• Google	Books	Ngrams
• Multimedia	Commons

https://aws.amazon.com/public-datasets/
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Open Data on AWS

https://aws.amazon.com/opendata/



Making Fast & Reliable  HPC Possible 

Akanksha Balani 
Intel® Software 



HPC Enables Insight and Fuels Innovation
Astrophysics Manufacturing

Energy SecurityFinancial

Life Sciences Climate

Weather
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System Bottlenecks
“The Walls”

Memory | I/O | Storage
Energy Efficient Performance

Space | Resiliency | 
Unoptimized Software

Divergent    Workloads Barriers to 
Extending Usage

Resources Split Among Modeling 
and Simulation | Big Data Analytics | 

Machine Learning | Visualization

Democratization at Every Scale 
| Cloud Access | Exploration of 

New Parallel Programming 
Models

Big
Datahpc

Machine  learning

visualization

Optimizing
For Cloud

The growing challenge in hpc 



libraries Intel® Math Kernel Library 
(MKL, MKL-DNN)

platform
s

Framewor
ks

Intel® Data Analytics 
Acceleration Library

(DAAL)

hardware
Memory & Storage NetworkingCompute

Intel Python 
Distribution

Mllib           
BigDL

Intel® Nervana™ Graph*

experience
s

Intel® Dev CLoud
Intel® DL Studio

Intel® OpenVino
ToolKit

Movidius 
Fathom

More

*

*Future
Other names and brands may be claimed as the property of others.

Intel accelerating high performance 
computing 

HPC 
Software 
Tools

Compilers – C/C++/Fortran

Libraries – Math Kernel Library, TBB, IPP, DAAL, MPI 
Library

Analysis Tools – Vtune, Advisor, Inspector 

Cluster Checker and Trace 
analysis tools 

Intel Parallel Computing Centers 



C5: Compute-optimized instances based on 
Intel Skylake

25% price/performance 
improvement over C4

C4 C5

› Based on 3.0 GHz Intel Xeon Scalable Processors 
(Skylake)

› Up to 72 vCPUs and 144 GiB of memory 
(2:1 Memory:vCPU ratio) 

› 25 Gbps NW bandwidth
› Support for Intel AVX-512

“We saw significant performance improvement on Amazon 
EC2 C5, with up to a 140% performance improvement in 
industry standard CPU benchmarks over C4.”

“We are eager to migrate onto the AVX-512 enabled c5.18xlarge 
instance size… . We expect to decrease the processing time of 
some of our key workloads by more than 30%.”
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Performance Drivers for HPC 
applications

Compute Bandwidth

SW Optimizations
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Intel software suite for HPC & Compute 

Build highly 
optimized 
media 
infrastructure, 
solutions, & 
applications

Fast, Dense, High Quality Transcoding

Improve 
performance, 
scalability, & 
reliability for 
applications and 
frameworks -
Computing and 
ML/DL 

Technical & Enterprise compute, 
HPC, AI

Take advantage of 
deep system-wide 
insight & analysis 
for system & 
embedded apps

Manuf., Retail, Drones, Robots… Smart Cities, Auto. Driving, Gaming…

Create solutions using 
Computer Vision –
OpenVino Toolkit, 
Deep Learning, Graphics, 
Libraries, Media, 
OpenCL™, & more

Optimization Tools , SDKs

Edge to DC to Cloud

Intel® Distribution of Python
Intel® 
DAAL



Cluster 
EditionProfessional Edition

Composer Edition

Intel® Parallel Studio XE - Create Faster Code…Faster

27

More Power for Your Code - software.intel.com/intel-parallel-studio-xe

Intel® VTune™ Amplifier
Performance Profiler 

ANALYZE
Analysis Tools

Intel® Advisor
Vectorization Optimization

& Thread Prototyping

Intel® Inspector
Memory & Thread Debugger

SCALE
Cluster Tools

Intel® Trace Analyzer & Collector
MPI Tuning & Analysis

Intel® MPI Library
Message Passing Interface Library

Intel® Cluster Checker
Cluster Diagnostic Expert System

Operating System: Windows*, Linux*, MacOS1*

Intel® Architecture Platforms

BUILD
Compilers & Libraries

C / C++ Compiler
Optimizing Compiler

Intel® Distribution for Python*
High Performance Scripting

Intel® MKL
Fast Math Kernel Library 

Intel® IPP
Image, Signal & Data Processing

Intel® TBB
C++ Threading Library

Intel® DAAL
Data Analytics Library

Fortran Compiler
Optimizing Compiler
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Application-Workloads -
Performance:

	 Software	and	workloads	used	in	performance	tests	may	have	been	optimized	for	performance	only	on	Intel	microprocessors.	Performance	tests,	such	as	SYSmark	and	MobileMark,	are	measured	using	specific	computer	systems,	components,	software,	
operations	and	functions.	Any	change	to	any	of	those	factors	may	cause	the	results	to	vary.	You	should	consult	other	informat ion	and	performance	tests	to	assist	you	in	fully	evaluating	your	contemplated	purchases,	including	the	performance	of	that	product	
when	combined	with	other	products.	For	more	complete	information	visit	http://www.intel.com/performance.	*Other	names	and	brands	may	be	claimed	as	the	property	of	others 

Testing	conducted	 on	HPC	 applications	 and	workloads	 comparing	 AWS	C4.8x	 vs	C5.18x	 instances. Testing	by	Intel.	 For	complete	 testing	configuration	 details,	see	 the	Configuration	 Details	 section	 (slide	
5).	
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Application-Workloads –
TCO 
Using On-Demand Pricing

Reduced 
TCO with 
C5

Higher TCO 
with C5 1.11 1.09 1.06

1.00 0.98
0.90 0.86

0.69 0.67 0.66 0.64 0.64 0.63
0.54 0.53 0.53 0.51 0.49 0.45 0.41

0.00

0.20

0.40

0.60

0.80

1.00

1.20

AWS C5/C4 TCO
(Lower is better )

• TCO model: Given Cost: 
C5=$3.06/Hr, C4=$1.59/Hr. 
Cost Ratio C5/C4=1.92.TCO 
Ratio between C5/C4= Cost 
Ratio(C5/C4) / Perf Ratio 
(C5/C4).  C5/C4 perf ratio needs 
to be > 1.92 to be cost efficient

	 Software	and	workloads	used	in	performance	tests	may	have	been	optimized	for	performance	only	on	Intel	microprocessors.	Performance	tests,	such	as	SYSmark	and	MobileMark,	are	measured	using	specific	computer	systems,	components,	software,	
operations	and	functions.	Any	change	to	any	of	those	factors	may	cause	the	results	to	vary.	You	should	consult	other	informat ion	and	performance	tests	to	assist	you	in	fully	evaluating	your	contemplated	purchases,	including	the	performance	of	that	product	
when	combined	with	other	products.	For	more	complete	information	visit	http://www.intel.com/performance.	*Other	names	and	brands	may	be	claimed	as	the	property	of	others 

Testing	conducted	 on	HPC	 applications	 and	workloads	 comparing	 AWS	C4.8x	 vs	C5.18x	 instances. Testing	by	Intel.	 For	complete	 testing	configuration	 details,	see	 the	Configuration	 Details	 section	 (slide	
5).	
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Intel® Xeon® processor scalable family
Scalable performance for widest variety of HPC workloads
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2S Intel® Xeon® processor E5-2697 v3
2S Intel® Xeon® processor E5-2697 v4
Intel® Xeon® Gold 6148 processor
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Workload: medium.
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Increased SPEC MPI 2007 performance with 
the 2S Intel® Xeon® Gold 6148. 

Performance metric is a geomean over 13 apps. 

www.spec.org/mpi2007

Up to 
71% 
faster

Up to 
YY%
faster

Up to 
2.4X

faster

https://www.wrf-model.org/
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Increased WRF performance with the 
Intel® Xeon® Gold 6148 processor

Performance metric is average time per step

2S Intel® Xeon® processor E5-2697 v4

2S Intel® Xeon® 6148 Gold processor

Up to 
1.41X
faster

Up to 
YY%
faster
Up to 
1.72X
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2S Intel® Xeon® processor E5-2697 v3
2S Intel® Xeon® processor E5-2697 v4
Intel® Xeon® Gold 6148 processor

Up to 
39%
faster

Workload: LAMMPS CG Water Simulation.

lammps.sandia.gov

Up to 
2.4X

faster

LAMMPS* increased performance1 with the 2S 
Intel® Xeon® Gold 6148



Find out more

More information at www.intel.com/hpc or 
www.intel.com/software/products and AWS 
& Intel Technology Forums

New instances based on Intel Xeon Scalable 
on AWS

Contact your Intel representative for help 
and POC opportunities #booth

learn

explore

engage
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